**霸道（bully）算法实现**

霸道选举算法是一种分布式选举算法，每次都会选出存活的进程中ID最大的候选者。

**霸道选举算法的选举流程**

**消息类型**

1. 选举消息：表示发起一次选举。
2. 存活消息：对选举消息应答，表明自己的存活状态。
3. 胜利消息：选举胜利者向参与者发送选举成功消息。

**选举触发事件**

1. 进程从错误中恢复；
2. 检测到leader失败。

**选举流程**

（1）如果进程P有最大的ID，直接向所有其它进程发送胜利消息，成功新的Leader；否则向所有比它的ID大的进程发送选举消息；

（2）如果进程P发送选举消息后没有收到存活消息，则它向所有进程发送胜利消息，成功新的Leader；

（3）如果进程P收到比自己ID大的进程发来的存活消息，进程P停止发送任何消息，等待胜利消息（如果过了一段时间没有等到胜利消息，则重新开始选举流程）；

（4）如果进程P收到比自己ID小的进程发来的选举消息，回复一个存活消息，然后重新开始选举流程；

（5）如果进程P收到胜利消息，它把发送者看作Leader。

**霸道选举算法假设**

霸道选举算法的假设包括：

（1）假设通信是可靠的，更进一步的假设系统中任何两个进程之间都可以通信；

（2）假设每个进程都知道其他进程的编号，即算法依赖一个全局的数据。

（3）假设进程能够明确地判断出一个正常运行的进程和一个已经崩溃的进程。

选项一：实现多主机霸道选举算法程序，并测试算法的有效性；

选项二：使用多进程模拟霸道选举算法，并测试算法的有效性。

**选项一：实现多主机霸道选举算法程序，并测试算法的有效性**

1. 参与选举算法的主机及端口等相关信息写入一个配置文件，此配置文件在每台主机启动时首先读取该配置文件。
2. 每台主机上应用启动时，读取配置文件，发起选举过程；
3. 定义通信过程中使用的消息的消息报文格式及数据结构，除了协议中提到的三类消息，可根据需要自定义使用到的其它消息及消息报文格式。
4. 处理两类选举触发事件；
5. 测试（局域网测试，4-5台机器）
   1. 测试各台机器同时启动时发起的选举过程，通过日志绘制各台机器间选举报文交换情况；
   2. 测试某一台机器宕机后选举过程，通过日志绘制各台机器间选举报文交换情况；
   3. 测试某一台机器宕机后重启，通过日志绘制各台机器间选举报文交换情况；

具体实现可以仔细参考论文【1】及附录

选项二：使用多进程模拟霸道选举算法，并测试算法的有效性。

1. 利用进程来模拟主机；
2. 用进程间通信如队列、管道机制来实现模拟主机间通信；
3. 定义各类消息格式；
4. 用睡眠、超时等机制模拟主机宕机状况的发生；
5. 实现进程间选举算法，处理两类选举触发事件
6. 测试。

具体实现可以仔细参考论文【1】及附录
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